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강현구

최근Deep learning(이하 DL)모델은 많은 양의 Labeled Data를 기반으로 다양한 분야에서 높은 성능을 이끌어 냈다. 하지만 모델이 필요로 하는 데이터가 증가함에 따라, Labeling에 필요한 Human resource 또한 비례하여 Labeling Cost가 많이 든다는 문제점이 있다. 이와 관련하여 Labeling 했을 때 모델 학습에 효과적인 Unlabeled Data를 Sampling을 하는 Active learning(이하 AL)은 Labeling cost를 줄이는데 효과적이다. 이에 따라서 DL모델의 성능을 유지하면서 Active learning를 적용하고자 하는 Deep Active learning(이하 DAL)이 부각된다.

DAL에서 1개의 unlabeled 데이터를 Sampling 하는 것은 모델 학습에 영향을 거의 미치지 못한다. 따라서 Batch단위로 Sampling하는 방법이 필요하다. 또한 DAL에서 중요하게 다뤄지는 문제 중 하나는 'Insufficient data for labeled samples' 이다. 따라서 Labeled data 외에 추가적인 정보들을 고려하여 적은 양의 Labeled 데이터만으로도 효율적으로 모델을 학습할 필요가 있다.

최근의 Batch sampling의 주요 연구 동향은 크게 3가지, 1) Uncertainty-based and Hybrid Query Methods, 2) Deep Bayesian Active learning(이하 DBAL) Methods, 3) Density Based Methods가 있다(Ren et al., 2021). 첫번째 방식은Traditional 모델(ex- SVM, KNN)을 통해 uncertainty를 계산하며 이를 기준으로 Sampling한다. 하지만 traditional 방식이 모델의 uncertainty를 잘 반영하지 못한다는 한계가 있다. DBAL은 Bayesian Neural Network(이하 BNN)을 통해 모델의 Uncertainty를 보다 정확하게 측정한다. 마지막으로 Density Based method는 Original dataset의 feature space의 분포를 고려하여 Sampling 하며, 대표적으로 Core set(Sener & Savarese, 2017)가 있다. 한편 Labeled Data의 빈자리를 채우기 위해 DL방법을 활용한다. 예로 들어 Cost-Effective Active learning(CEAL)(Wang, Zhang, Li, Zhang, & Lin, 2016)에서는 self-paced learning을 통해 CNN과 Batch sampling 방식간 inconsistency를 해소하여 같이 학습될 수 있도록 했으며, Pseudo label을 활용하여 Labeled Data의 수를 늘렸다. 또한 Weighted Incremental Dictionary Learning(WI-DL)(Liu, Zhang, & Eom, 2016)은 Sparse representation을 통해 부족한 Labeled Data를 대체했다. 그리고 Generative Adversarial Active Learning(GAAL)(Zhu & Bento, 2017)에서는 GAN 모델을 활용하여 정보가 많은 sample들을 만들었다.

Batch sampling은 학습 모델의 성능에 의존한다. 따라서 Data expansion을 통한 학습 모델의 성능을 이끌어 내는 것은, 결국 Batch Sampling에 영향을 미치기 때문에 함께 고려할 필요가 있다. 하지만 각각의 방법에 대한 연구는 많이 되었으나, 각 방법 간의 관련성 및 시너지에 대한 연구는 부족하다. 위 접근법을 취한 연구로는 Simeoni의 연구(Siméoni, Budnik, Avrithis, & Gravier, 2021)에서 pseudo labeling 및 pre-training 방법과 다양한 Batch Sampling 방식을 orthogonal하게 적용하여 관련성을 확인했다. 하지만 Simeoni의 연구는 각 방법을 Orthogonal 하게 구성했다는 한계점이 있다. 이로 인해 각 과정이 별개로 수행되어 계산량이 가중되었으며, 각 방법 간의 시너지를 충분히 고려하지 못했다.

이 논문에서는Batch Sampling, Data Expansion, 더 나아가 Learning Model간의 시너지를 낼 수 있음을 보일 것이다. 앞서 WI-DL 연구(Wang et al., 2016)에서 Batch Sampling 간 Learning Model인 BNN의 결과를 재활용했다. 이처럼 각 방식들의 결과물을 재활용하는 형태로 추가적인 계산과정없이 성능을 향상시킬 수 있을 것이다. 이번 연구에선 Batch sampling과 BNN과의 연계 뿐만 아니라, Coreset과 Pseudo labeling의 연계 또한 확인할 것이다. Simeoni의 연구(Siméoni et al., 2021)에서 pseudo label을 통한 학습 과정 간 Batch 방식은 크게 상관이 없고 오히려 Random Samping의 결과가 더 좋았다고 하나, 이는 각 단계를 orthogonal 하게 적용했기 때문으로 판단된다. Coreset은 데이터의 특성을 잘 반영하는 것으로 알려진 바(Ren et al., 2021), 이를 활용한다면 추가적인 계산없이 보다 정확한 pseudo label 부여가 가능할 것으로 기대된다.

1. Task Description
   1. Data set : Rethinking deep active learning 에서 사용한 Dateset. 추가로 더 사용할지는 고민해보기.
   2. 실험기구 : 컴퓨터 성능
   3. 실험 내용 :
      1. Coreset 기반 K-NN이 Uncertainty 기반 K-NN 과 성능의 차이가 있는가?
      2. Batchsampling을 Coreset 만으로 하는 것과, BNN의 uncertainty를 같이 고려했을 때의 차이 확인하기
      3. 계산 시간의 차이 : Rethinking 과 비교
      4. K-NN 기반 Pseudo labeling 방식에 따른 결과 차이.
         1. 전체 Data에 대해서 Pseudolabel을 넣었을 때 모델 자체가 오차를 학습할 가능성은 없는지 확인 필요
         2. 겹치는 부분과 서로 다른 labeling과 접하는 영역은 어떻게 설정해줄지
         3. Pseudo labeling 간 확률에 Epsilon을 대입했을 때의 결과 차이
         4. 서로 같은 labeling에 둘러싸여 높은 신뢰도를 가진 경우, 진짜 labeling 하는 것은 어떤지?
         5. 2번과 4번을 같이 고려하는 것도 필요할 듯.
      5. Batch-size에 따른 효과 차이 - % 기반
         1. Coreset 특성 상 Dateset의 분포를 고려해줄 필요가 있음.
         2. Dataset의 분산에 비례하여 threshold를 설정해줘야할 듯.
      6. AL-BNN 간 ‘몇 번을 수행해야’ 원하는 수준의 성능을 구할 수 있는가?
         1. BNN의 Uncertainty를 기반으로 학습을 멈춰야 할 때를 확인할 수 있는가?
      7. Hyperparameter 간의 상관관계에 대해 탐구하고, 이를 하나로 합쳤을 때 기존의 성능을 충분히 내는가?
      8. Dropout을 통해서 BNN의 계산양을 scalability하게 바꾸자. 근데 이건 기본이려나.
   4. 실험조건
      1. Unsupervised Pre-training 하기
   5. 용어 표기 => 이건 바로 Overleaf에 기입하자. Word에 했던게 호환을 안하면 곤란함.ㅋㅋㅋㅋㅋㅋㅋㅋ 호환 안된다…! Overleaf에 다시 기입하자!

* + 1. n examples where := [n] := {1, …, n}
    2. Given a set X :=
    3. of labels , a set if indices with
    4. jth cycle Label sample
    5. j th cycle unLabel sample
    6. labels for training
    7. Batch
    8. C := [c] is a set of c classes
    9. Cycle j = {0, 1, …}
  1. 함수 정의
     1. The classifier with Parameter . maps new examples to a vector of probabilities per class. Given x , its prediction is the calss of maximum probability
     2. where is the k-th element of vector **p** := .
     3. Embedding function , mapping an example x to a feature vector
     4. Cost function , where cross-entropy

해야 할 것

* Unsupervised feature-learning 확인하기. K-mean을 쓰는 것 같은데, Coreset 방식과 연계한다면 뭔가 하나 건질 듯
  + deep Clustering for unsupervised learning of visual features
* Rethinking의 Dataset과 코드 얻기
* K-NN 기반 Pseudo labeling 방식 확인해보기
* DAL 에서 Query와 학습 모델의 프로세스를 통일 시킨 논문이 있는지 확인해보기
* Adversarial learning 과 Coreset의 차이 확인하기. 혹 전자가 더 좋다면 대체하는 것도 고민해볼 것.
* Inductive label propagation과 Transductive label propagation 간의 차이가 어떤 결과의 차이를 만드는지 확인하기
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